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AI literacy?

“Providers and deployers of AI systems shall 
take measures to ensure, to their best extent, 
a sufficient level of AI literacy of their staff 
and other persons dealing with the operation 
and use of AI systems on their behalf, taking 
into account their technical knowledge, 
experience, education and training and the 
context the AI systems are to be used in, and 
considering the persons or groups of persons 
on whom the AI systems are to be used.”
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AI literacy as a set of competencies that enables 
individuals to critically evaluate AI technologies; 

communicate and collaborate effectively with AI; 
and use AI as a tool online, at home, and in the 

workplace. 



AI literacy?



empowering people

in Human-AI interactions by 
supporting them in 

understanding, using, applying, 
evaluating and creating AI



empowering people

visualisation  
visual analytics

human-in-the-loop
ai-in-the-loop

expert audiences
.. data scientists
.. researchers
.. decision-makers



human-in-the-loop

[SACHA et al., 2014]

[van Wijk., 2005]





Enhancing a Social 
Science Model-
building Workflow 
with Interactive 
Visualisation
Turkay, C., Slingsby, A., Lahtinen, K., 
Butt, S., & Dykes, J., ESANN 2016 (& 
Neurocomputing 2017) 



“We (social scientists) need (data-

based) models that we can 

understand and explain so that 

we can defend them to our peers 

in full confidence.”

A quote from collaborators at our AddResponse 
project on data-based models

From: Lahtinen, K. et al. (2015). Informing Non-Response Bias Model Creation 
in Social Surveys with Visualisation. Poster VIS 2015





CASE STUDY – 

Interactive User Behaviour Analytics in Cyber Systems
 

VASABI: Hierarchical User Profiles for 
Interactive Visual User Behaviour Analytics

Nguyen PH, Henkin R, Chen S, Andrienko N, Andrienko G, Thonnard O, Turkay C. 
IEEE TVCG, 2019

Understanding User Behaviour through Action 
Sequences: from the Usual to the Unusual 

Nguyen, P.H., Turkay, C., Andrienko, G., Andrienko, N., Thonnard, O. and Zouaoui, 
J. , IEEE TVCG, 2018
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score

color hue → type

position → time

Search Account Display Account Unlock Account

semantic distance based action clustering

08:30 09:00 11:30 12:30 13:0012:0011:0010:00 10:3009:30

action

Preserving the sequence (but dropping actual time):



How expected is

… given that the user has done all of …

… before?

Most important decision to make is: 



the algorithm says … 



Many facets / questions to think about …

• Is the set of actions in this session are indicative of problematic behaviour?

• What kinds of tasks might the user be conducting?

• Is this a “usual” session when the history of all the sessions from this user is 
considered?

• Is this a “usual” session when the history of all the sessions from similar 
users are considered?

• Does the session fit within the roles of the user?

• What tasks are common for that particular role?

• ….
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How does VIS empower people here?

• Ability to bring in contextual knowledge
• Selecting relevant data features, e.g., those that relate to a particular social theory

• Discarding data features / regions that are known to be problematic

• Facilitating interpretation
• Explaining observations in dialogue with theory/knowledge, e.g., why do we see the 

model/pattern we are seeing

• Generating knowledge based on the observations 

• Supporting translation to real-world actions
• Making decisions and taking actions based on the observations



AI*-in-the-loop – a new paradigm?
(Note: AI understood as Foundational Generative AI (e.g. LLMs))

https://github.com/jupyterlab/jupyter-ai



Natarajan, S., Mathur, S., Sidheekh, S., Stammer, W. and Kersting, K., 2025, April. Human-in-the-loop or AI-in-the-loop? Automate or Collaborate?. 
In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 39, No. 27, pp. 28594-28600).



LEVA: Using Large Language Models to Enhance 
Visual Analytics

Y. Zhao et al., "LEVA: Using Large Language Models to Enhance Visual Analytics," in IEEE 
Transactions on Visualization and Computer Graphics, vol. 31, no. 3, pp. 1830-1847, 2025











How AI empowers people? 

As an interaction mechanism, i.e., natural language interface to functionality, 
lowering barriers

As a guidance mechanism 
• Suggestions/recommendations: data sections to inspect for fuller data/pattern 

coverage

By communicating disclaimers/assumptions/additional context, e.g., 
model/data assumptions – improving the quality and rigour of the process and 
insights drawn



empowering people

visualisation
human-in-the-loop

ai-in-the-loop
…

expert audiences
.. data scientists
.. researchers
.. decision-makers

everyone else?



Human-AI Interaction 

Developers (Expert) users Decision-Subject

Human Agency 





Moving from Explainability to Actionability

Move beyond understanding AI decisions to empowering action. 

Can explanations empower users to identify and challenge mistakes when algorithms go 
wrong?

Explainability → Actionability (Contestation as an action)

“An explanation of a decision is actionable if people can use the 
information to identify actions to take to change the decision”



What?: to explore how different 

methods (‘genres’) of explaining AI-

assisted decisions about 
creditworthiness can empower users 

to better understand whether an 

AI-assisted decision is 

appropriate for them and to what 

extent they enable people to 
contest the decision



1 5432 Ability to Assess AI Decisions

Each participant considers five hypothetical credit 
application scenarios all explained with their 
assigned genre ..

Comprehension 
Test

Attitude Survey

A sample of 
N = 8708 UK adults

Explanations involve …

data
data 

features
logical 
rules

Sampling & 
Task Setting 

Explanation 
genre groups

Four explanations genres

+

G1:

G2:

G3:

G4: + +Each participant is assigned 
to one of the explanation 
genre groups

ACCEPT

CHALLENGE

Correct Acceptance 

Correct Rejection

Wrong Rejection: input 
data error

Wrong Rejection: over-
reliance on one feature 

Wrong Rejection: failure to consider 
relevant information

Three incorrect decisions
with distinct error types

Two correct decisions

.. and asked, do you ..

or

.. the AI-assisted 
decision

and then asked
WHY?

Helpfulness of 
Information 

Importance of 
Information

Sufficiency of 
Information 

Confidence in 
Disagreement

Role of algorithm in 
credit decision-

making

Feature Effect 

Feature Importance

After doing the task once, 
they are then asked to 

complete a 
comprehension test on:

.. asked to imagine 
themselves as someone 
receiving an AI-assisted 
decision to a credit card 
application

After doing the task four 
more times, they are then 

asked to complete a 
survey on:



Profile Summary
Profile 1: Correct 
acceptance

Profile 2: Correct rejection Profile 3: Incorrect 
rejection

Profile 4: Incorrect 
rejection

Profile 5: Incorrect 
rejection

*Please note: All profile examples from control condition

Reason: 
data input error

Reason: 
over-reliance on one 
feature

Reason: 
failure to consider 
relevant feature



Genre-1:
Data-centric explanation



Genre-2:
Features-based explanation



Genre-3:
Data-centric + Features-based explanation



Genre-4:
Data + Features + Decision Logic 
explanation





Explanation Details and Error Types Influence the Capacity to Identify AI Errors 



Increased Confidence and Perceived Information Sufficiency Despite Decreased 
Performance 



Ability to contest effectively 
(i.e., correctly judge an incorrect decision and identify the relevant error)
 
… not great..

Treatment % identifying 
correct error 
having said that 
decision was 

incorrect*

Data-centric 69%

Features-based 81% (+12pp)

Combination data-
centric/features-
based

78% (+9pp)

Combination 
data/features + 
rules

79% (+10pp)

Error type: Incorrect prediction due 
to data input error (Profile 3)

Error type: Misclassification due to 
overreliance on one feature (Profile 4)

Error type: Misclassification due to failure 
to consider relevant features (Profile 5)

Treatment % identifying 
correct error 
having said that 
decision was 

incorrect*

Data-centric 18%

Features-based 12% (-6pp)

Combination data-
centric/features-
based

15% (-3pp)

Combination 
data/features + 
rules

15% (-3pp)

Treatment % identifying 
correct error 
having said that 
decision was 

incorrect*

Data-centric 62%

Features-based 41% (-21pp)

Combination data-
centric/features-
based

45% (-17pp)

Combination 
data/features + 
rules

44% (-18pp)

*Please note: Refers to proportion of participants from pool that 

correctly identified the incorrect AI-decision for these profiles



empowering people

visualisation
human-in-the-loop

ai-in-the-loop
…

explainable AI
????

???

expert audiences
.. data scientists
.. researchers
.. decision-makers

everyone else



C1: the “humans” in the human-in-the-loop? 

- Are we (as VIS community) obsessed with “expert humans”? 

- How to be more inclusive?

- AI offer new opportunities but is AI human-literate?



C2: Balancing what people & AI are best at

Natarajan, S., Mathur, S., Sidheekh, S., Stammer, W. and Kersting, K., 2025, April. Human-
in-the-loop or AI-in-the-loop? Automate or Collaborate?. In Proceedings of the AAAI 
Conference on Artificial Intelligence (Vol. 39, No. 27, pp. 28594-28600).



C2: Balancing what 
people & AI are best at … useful and significant advances in the 

automation of data science in the three most 
accessible quadrants in Figure 1: data engineering 
model building and exploitation 

…the most challenging quadrant of data 
exploration, and for tasks in the other quadrants 
where representation of domain knowledge and 
goals is needed, we anticipate that progress will 
require more effort. … we see great potential for 
the assistance form of automation, through 
systems that complement human experts, tracking 
and analyzing workflows, spotting errors, detecting 
and exposing bias, and providing high-level 
advice… 



C2: Balancing what 
people & AI are best at





“It is comparatively easy to make computers 
exhibit adult level performance on intelligence 

tests or playing checkers, and difficult or 
impossible to give them the skills of a one-year-old 

when it comes to perception and mobility.”

Moravec's paradox

Reflecting on what’s difficult, complex, valuable in 
human-AI interaction? 

How to distribute the tasks?

C2: Balancing what 
people & AI are best at

[van Wijk., 2005]



C3: limited means of expression for “human input” 

- Are we providing sophisticated enough means for people to express 
themselves? e.g., contestation, relabelling?

- What is the “bandwidth” of interaction in interactive data analysis?

C3: Existing algorithms (AI) are not setup for humans-in-the-loop

- e.g., You can contest a decision but what does that mean for the next 
person? 

- Can models learn meaningfully from human input? Are new AI models too 
intractable by design?



A few final reflections..

Critical, informed and rigorous engagements with data, 
models and AI artefacts for everyone

Is the loop really a loop? Tighter/deeper involvement of the 
human and new algorithms to “close the loop”

everyday human-AI interactions 



Thanks ..

Yulu Pi, CIM, Warwick

Daniel Bogiatzis-Gibbons, Jackie Spang, Cameron Belton, Isaac Keeley from 
the UK’s Financial Conduct Authorithy

Siming Chen and Yuheng Zhao from Fudan

DiSIEM project (EU Horizon 2020 - 700692)

Helwig Hauser, University of Bergen

Selim Balcisoy, Erdem Kaya from Sabanci University

giCentre and AddResponse team @ City, University of London

Dagstuhl Seminar 23372 “Human-Centered Approaches for Provenance in 
Automated Data Science” 
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