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Increasing integration of AI in VA



Extreme Behaviors: Underutilizat ion vs Overreliance
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Can AI help solve a VAST Challenge?



Monadjemi, S., Ha, S., Nguyen, Q., Chai, H., Garnett, R., & Ottley, A. (2022, October). Guided data discovery in interactive 
visualizations via active search. In 2022 IEEE Visualization and Visual Analytics (VIS) (pp. 70-74). IEEE.



Intelligence Analysis Scenario: Vastopolis

• Published by the VAST (Visual 

Analytics Science and Technology) 

community in 2011

• Involves a fictitious terrorist attack 

where a truck accident over a major 

river contaminates the water and air 

with harmful chemicals 

• Contains 1,023,077 social media posts 

from various parts of town during a 21-

day period (04/30/2011 - 05/20/2011) 
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Machine Learning for Time Series

• Samples arrive sequentially
• Sample size is unknown and varies
• Data are not available during training
• Waiting for until time T to accumulate a batch may not be feasible

• Eliminates recurrent Neural Network (rNN), i.e., long short-term memory 
network
• Notoriously difficult to train
• Require temporal relationships of the past and future to be similar

Ottley, A., Garnett, R., & Wan, R. (2019, June). Follow the clicks: Learning and Anticipating Mouse Interactions During 
Exploratory Data Analysis. In Computer Graphics Forum (Vol. 38, No. 3, pp. 41-52).



Providing Guidance with k-NN and Active Search

k-NN

Predicts relevant data points 

in light of past interactions

Active Search

Decides which points to 

suggest given the k-NN 

model’s belief



Same interface and task
You are assisting contact tracers 
and public health officials in their 
efforts to identify the source of a 
new outbreak.

“Tag as many posts mentioning 
residents having illness-related 
symptoms as possible within 10 
minutes.“





Crowd-sourced User Study

Control Group
No guidance

Active Search 
Group

Received guidance from active search

10 Minutes



Crowd-sourced User Study
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Crowd-sourced User Study

Control Group Active Search Group

Hovers per Minute 16.7 ± 1.19 14.3 ± 1.23 𝑝 = 0.0112

Relevant Hovers per 
Minute 6.7 ± 0.68 9.2 ± 1.12 𝑝 = 0.0001

Hover Purity 0.39 ± 0.02 0.63 ± 0.05 𝑝 < 0.0001

Monadjemi, S., Ha, S., Nguyen, Q., Chai, H., Garnett, R., & Ottley, A. (2022, October). Guided data discovery in interactive 
visualizations via active search. In 2022 IEEE Visualization and Visual Analytics (VIS) (pp. 70-74). IEEE.
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A large percentage of 
people ignored the 
recommendations

Monadjemi, S., Ha, S., Nguyen, Q., Chai, H., Garnett, R., & Ottley, A. (2022, 
October). Guided data discovery in interactive visualizations via active search. In 
2022 IEEE Visualization and Visual Analytics (VIS) (pp. 70-74). IEEE.



A large percentage of 
people ignored the 
recommendations

Blind trust can be 
equally 
problematic 

Monadjemi, S., Ha, S., Nguyen, Q., Chai, H., Garnett, R., & Ottley, A. (2022, 
October). Guided data discovery in interactive visualizations via active search. In 
2022 IEEE Visualization and Visual Analytics (VIS) (pp. 70-74). IEEE.
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Research Questions

1. How do different levels of transparency provided by VA systems 
impact users’ trust and acceptance of suggestions?

2. How does the decision to utilize or not utilize suggestions affect 
users’ data exploration patterns and decisions?

3. How might task difficulty affect observed behaviors?



Same interface and task
You are assisting contact tracers 
and public health officials in their 
efforts to identify the source of a 
new outbreak.

“Tag as many posts mentioning 
residents having illness-related 
symptoms as possible within 10 
minutes.“
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87% flu flu, 87%

Control No Explanations Confidence Keyword Keyword + Confidence

Experiment Design: Transparency Variants

Ha, S., Monadjemi, S., & Ottley, A. (2024, June). Guided By AI: Navigating Trust, Bias, and Data Exploration in AI‐Guided Visual 
Analytics. In Computer Graphics Forum (Vol. 43, No. 3, p. e15108).



Is it more likely to utilize suggestions when completing a 
more difficult task?



Is it more likely to utilize suggestions when completing a 
more difficult task?

Participants in the hard task utilized 
suggestions more

The AI provided less accurate 
suggestions than for participants in 

the hard task

(U = 10178.5, p = .0394, 𝜂2 = .014) (U = 16790.5, p < .001, 𝜂2 = .135)



Is it more probable to use suggestions when there is 
more transparency?

No difference in suggestion usage based on amount of transparency relayed to the participant



Is it more probable to use suggestions when there is 
more transparency? (cont.)



Is it more probable to use suggestions when there is 
more transparency? (cont.)



Is it more probable to use suggestions when there is 
more transparency? (cont.)



Is it more probable to use suggestions when there is 
more transparency? (cont.)



Is it more probable to use suggestions when there is 
more transparency? (cont.)



Is there evidence of overreliance?

No difference in overreliance based on amount of transparency relayed to the participant

(U = 16790.5, p = .001, 𝜂2 = .135)

Participants in the hard task overrelied 
on suggestions more



Does transparency affect subjective trust?

71% of recruited participants either agreed or strongly agreed that they trusted the system’s guidance

High levels of 
subjective trust 

Ha, S., Monadjemi, S., & Ottley, A. (2024, June). Guided By AI: Navigating Trust, Bias, and Data Exploration in AI‐Guided Visual 
Analytics. In Computer Graphics Forum (Vol. 43, No. 3, p. e15108).



Does task difficulty affect subjective trust?

(U = 13000.0, p = .0417, 𝜂2 = .008)

Participants who completed the hard task with guidance 
elicited beliefs of lower trust than those in who completed 

the easy task with guidance.



Does AI guidance encourage/discourage symptom diversity?

(U = 10477.5, p = .0054, 𝜂2 = .02)

Participants who received AI guidance found more unique symptoms related to the 
epidemic than the control group.



Did AI Assistance increase the likelihood of uncovering the 
transmission sources?



Did AI Assistance increase the likelihood of uncovering the 
transmission sources?



Did AI Assistance increase the likelihood of uncovering the 
transmission sources?

Successful identification of the epidemic’s sources of transmission 
did not depend on AI assistance.



Takeaways

● Users in the hard task were more likely to use suggestions, but 
had lower levels of trust (behavioral vs cognitive trust)

● Trust remained unaffected by transparency

● Balance communication of transparency and information 
overload



Let’s talk about trust
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Visualization

AI and HRI
Social 

Sciences

Trust

AI: Artificial Intelligence
HRI: Human-Robot Interaction

“Generalized expectancy that the oral or 
written statements of other people can be 
relied on.”

Rotter, Julian B. "Generalized expectancies for interpersonal 
trust." American psychologist 26, no. 5 (1971): 443.



Visualization

AI and HRI
Social 

Sciences

Trust

AI: Artificial Intelligence
HRI: Human-Robot Interaction

The mutual confidence that no 
party to an exchange will exploit 
another’s vulnerabilities.

Sabel, Charles F. "Studied trust: Building new forms of cooperation in 
a volatile economy." Human relations 46, no. 9 (1993): 1133-1170.
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Visualization

AI and HRI
Social 

Sciences

Trust

AI: Artificial Intelligence
HRI: Human-Robot Interaction

Trust = a dyadic relation in which one person accepts 
vulnerability because they expect that the other 
person’s future action will have certain characteristics; 
these characteristics include some mix of 
performance (ability, reliability) and/or morality 
(honesty, integrity, and benevolence).

Ullman, Daniel, and Bertram F. Malle. "What does it mean to trust a robot? Steps 

toward a multidimensional measure of trust." In Companion of the 2018 acm/ieee 
international conference on human-robot interaction, pp. 263-264. 2018.



Visualization

AI and HRI
Social 

Sciences

Trust

Lyons, Joseph B., and Svyatoslav Y. Guznov. "Individual differences in human–

machine trust: A multi-study look at the perfect automation schema." Theoretical 
Issues in Ergonomics Science 20, no. 4 (2019): 440-458.
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What is “Trust” in Data Visualization?

Mayr et al. (2019) split into two:
• Trustworthiness
• Trust Perception





5 Dimensions:
Credibility, Clarity, Familiarity, 
Confidence, and Reliability



“Cognitive”
Clarity, 

Accuracy, 
usability 

“Affective”
Aesthetics, 

Ethics, 
Values



“Endogenous” Factors
Visual metaphor, 

color choice, 
design, source

“Exogenous” Factors
Personality, 

cognitive ability, 
culture, education



Future Work

• Incorporating visualization literacy measures

• Empirical validation of design guidelines

• How does interaction influence trust perception?

• Visual Analytics trust scale
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