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Large Language Models (in Sweden, the Nordics and Europe)



Language models learn a probability distribution over language

Pretraining + finetuning (+ alignment)

General text processing capabilities
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36 trillion!!!
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36 trillion!!!

300 pages per book,
300 words per page
≈
1,25 billion words per year



ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
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2017: Transformer introduced by Google
2018: the first Transformer-based language models (GPT, BERT)
2019: language models for Swedish authorities (Vinnova)
2020: the first LLM (GPT-3)
2021: NLU-group at AI Sweden (Vinnova)
2022: the first Scandinavian LLM: GPT-SW3 (Vinnova)
2023: GPT-SW3 as open model
2024: AI Sweden + EU (EuroLingua-GPT, TrustLLM, DeployAI…)
2025: Open models in EU (OpenEuroLLM)

Language models in Sweden
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Data Infrastructure 

Competence
AI Nordics Discord community 

GPT-SW3 consortium
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Infrastructure 

Competence
AI Nordics Discord community 

GPT-SW3 consortium

The Nordic Pile 
(320B tokens)
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Berzelius
160 A100s
 ~6 months 

Competence
AI Nordics Discord community 

GPT-SW3 consortium

The Nordic Pile 
(320B tokens)
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FinGPT
Viking
Poro
Ahma

GPT-SW3

NORA.LLM
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Danish foundation models



GPT-SW3

BLOOM

Viking
Poro

Mistral
Mixtral

 

NORA.LLM

CroissantLLM
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Salamandra
ALIA

Lucie

Teuken
EuroLLM

Pharia

Pleias

AhmaFin-GPT

Velvet
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Maxime LabonneData compiled by Stella Biderman

Open vs closed models
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Maxime LabonneData compiled by Stella Biderman

Open vs closed models

Important distinction:
open source vs open weights
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lmarena.ai
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lmarena.ai



The DeepSeek moment

DeepSeek claimed the model training 
took 2.8 million H800 GPU hours, 
which, at a cost of $2/GPU hour, 
comes out to a mere $5.6 million.
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euroeval.com
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euroeval.com
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Best european model (Mistral) is on place 27

(Mistral has raised > $1B in investments)



huggingface.co/datasets/Ekgren/swedish_skolprov
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Why build national LLMs?

● Competence and innovation
● Transparency and representativity
● Resilience and sovereignty
● Democratisation
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Why build national LLMs?

● Competence and innovation
● Transparency and representativity
● Resilience and sovereignty
● Democratisation
● Existing models still not perfect for smaller languages!



euroeval.com

Adaptation of open models
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Adaptation of open models

2023 2024
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Competence

Language models
Deep learning
HPC

Funding

Large-scale projects
Not research!
(The artefacts are the goal)

Infrastructure

1000s of high-end GPUs (H100s)
(with good interconnect)
Large-scale allocations!

Data

Trillions of high-quality tokens
(We have to be compliant with
 European data protection policy)
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The flagship European initiative to compete with the US and China

A series of transparent, compliant and multilingual foundation models 
built in Europe for use in Europe

20M EUR 2025-2027
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huggingface.co/AI-Sweden-Models
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