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In this talk

Existence of equilibria to complex nonlinear network

Before control we should study the existence of equilibria
Control theorists prefer to skip it (perhaps rightfully so)
Many fundamental questions are unanswered
Motivated by sustainability in the context of energy networks

Two parts of this presentation

DC power grids (past work)
Hydraulic component of district heating grids (ongoing work)
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Part 1

DC power grids and power flow feasibility
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Part I based on two part paper in IEEE Transactions on Automatic Control (Jan 2023)

DOI 10.1109/TAC.2022.3157076

DOI 10.1109/TAC.2022.3176808
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Power flow feasibility - an brief overview

At steady state, we need to satisfy power demands in the network

Power flow (PF) equations

Pi =
∑
j

|Vi||Vj |
(
Gij cos(ϕi − ϕj) +Bij sin(ϕi − ϕj)

)
Qi =

∑
j

|Vi||Vj |
(
Gij sin(ϕi − ϕj)−Bij cos(ϕi − ϕj)

)
Sustained mismatch leads to voltage collapse, blackouts

Nonlinear equations:
existence of solutions, non-uniqueness of solutions, finding desirable solutions.
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Power flow feasibility - approaches

Classical problem: Research since 1960’s

Convex relaxations of PF equations

Approximations and simplifications of PF equations (many flavors)

DC current flow (“DC power flow approximation”)
Active-reactive decoupling
DistFlow
...

Excellent survey of Molzahn & Hiskens (2019)

In general: A fundamental understanding of the PF equations is lacking
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Power flow feasibility - feasibility and finding solutions

Necessary conditions (Barabanov et al. (2016))

Root finding approaches

Newton-Raphson and variations
Technical conditions on convergence, problem of overshoot

Fixed point approaches

Bolognani & Zampieri (2015), Simpson-Porco et al. (2016), Xia et al. (2022), ...
Computable sufficient conditions for feasibility

Approach using convergence of monotone systems

Matveev et al. (2020) (DC power grids)

Stability and high-voltage solutions? Only partial answers.
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The special case of DC power grids

DC power grids are a special subclass of AC power grids

“If we don’t understand the power flow in DC power grids, there is no hope for the
AC case”

Applications with constant-power components

ships, aircraft, spacecraft, ...
DC microgrids and smart grids
High-voltage direct current (HVDC) lines (grids?)
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The DC power grid model

DC power grid at steady state ⇒ model as resistive circuit

n loads, m sources

Kirchhoff matrix Y ∈ R(n+m)×(n+m):

Yij :=


∑

k∼i Gik if i = j

−Gij if i ̸= j and i ∼ j

0 if i ̸= j and i ̸∼ j

.

with line conductances Gij > 0

V =

(
VL

VS

)
> 0

I =

(
IL
IS

)
=

(
YLL YLS

YSL YSS

)(
VL

VS

)

Voltage potentials

Currents flowing into network at nodes
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The DC power grid model

Injected power at the nodes: P = [V ]I ([x] := diag(x1, . . . , xn))

Y =

(
YLL YLS

YSL YSS

)
and VS are known

Open-circuit voltages:

V ∗
L := −YLL

−1YLSVS

VL = V ∗
L if and only if IL = 0.

PL = [VL]YLL(VL − V ∗
L ) Power flow feasibility problem: For which constant power demands

Pc ∈ Rn does there exists an operating point VL > 0 so that

Pc = −PL = [VL]YLL(V
∗
L − VL).
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Inverting the problem: voltage-power correspondence

[VL]YLL(VL − V ∗
L ) + Pc = 0

Common approaches:

Root finding

Fixed-point methods

Here: We define the voltage-power correspondence

Pc(VL) = [VL]YLL(V
∗
L − VL)

and want to identify the range of Pc(VL). We define the feasibility set

F :=
{
P̂c

∣∣∣ ∃VL > 0 : Pc(VL) = P̂c

}
We say P̂c is feasible if P̂c ∈ F .

Note: feasibility is a property of all system parameters, not only demands
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Set of feasible power demands - example

F

−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Pc,1

P
c,
2

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 12 / 39



Jacobian of the voltage-power map

Pc(VL) = [VL]YLL(V
∗
L − VL)

Jacobian given by

∂Pc

∂VL
(VL) = [YLL(V

∗
L − VL)]− [VL]YLL

We define

D :=

{
VL

∣∣∣∣ ∂Pc

∂VL
(VL) is Hurwitz

}
the long-term voltage stable operating points.

Capture the “increasing load ⇒ decreasing steady state voltages”-phenomenon

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 13 / 39



Jacobian of the voltage-power map

Pc(VL) = [VL]YLL(V
∗
L − VL)

Jacobian given by

∂Pc

∂VL
(VL) = [YLL(V

∗
L − VL)]− [VL]YLL

We define

D :=

{
VL

∣∣∣∣ ∂Pc

∂VL
(VL) is Hurwitz

}
the long-term voltage stable operating points.

Capture the “increasing load ⇒ decreasing steady state voltages”-phenomenon

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 13 / 39



Jacobian of the voltage-power map

Pc(VL) = [VL]YLL(V
∗
L − VL)

Jacobian given by

∂Pc

∂VL
(VL) = [YLL(V

∗
L − VL)]− [VL]YLL

We define

D :=

{
VL

∣∣∣∣ ∂Pc

∂VL
(VL) is Hurwitz

}
the long-term voltage stable operating points.

Capture the “increasing load ⇒ decreasing steady state voltages”-phenomenon

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 13 / 39



Jacobian of the voltage-power map

Pc(VL) = [VL]YLL(V
∗
L − VL)

Jacobian given by

∂Pc

∂VL
(VL) = [YLL(V

∗
L − VL)]− [VL]YLL

We define

D :=

{
VL

∣∣∣∣ ∂Pc

∂VL
(VL) is Hurwitz

}
the long-term voltage stable operating points.

Capture the “increasing load ⇒ decreasing steady state voltages”-phenomenon

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 13 / 39



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

D V ∗
L

1
2V

∗
L

VL,1

V
L
,2

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 14 / 39



Properties of the Jacobian

It can be shown that

If VL > 0, then ∂Pc

∂VL
(VL) is Metzler and irreducible;

The following are equivalent:

∂Pc

∂VL
(VL) is Hurwitz stable;

∂Pc

∂VL
(VL)

−1 is a negative matrix;

− ∂Pc

∂VL
(VL) is a nonsingular M-matrix.

Hence,

D =

{
VL

∣∣∣∣ − ∂Pc

∂VL
(VL) is a nonsingular M-matrix

}
We can parametrize the boundary of D by the set

{ λ ∈ Rn
>0 | [λ]YLL + YLL[λ] is pos. def. }
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The convex hull of F

Result of Barabanov et al. (2016):

Theorem
A power demand satisfies Pc ∈ F only if there does not exists λ > 0 such that(

YLL[λ] + [λ]YLL [λ]YLSVS

(YLSVS)
⊤[λ] 2λ⊤Pc

)
is positive definite. (1)

This gives a description of the closure of the convex hull of F .

We show that this is necessary condition is also sufficient.
Consequently, F is convex and closed.
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Necessary and sufficient condition for power flow feasibility - example

Pmax

cl(conv((F))
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Pmax is the vector of power demands that maximizes
∑

i(Pc)i.
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On the boundary of feasibility

We show that this is necessary condition is also sufficient.

Sketch of the proof:

1. First study the boundary

2. There is a one-to-one correspondence between the boundary of D and the boundary of
cl(conv(F)).

3. Show that there are no “holes” or “pockets” in the set F
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Finding the operating point - example
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c,
2

d

dt
γ(t) =

(
∂Pc

∂VL
(γ(t))

)−1

P̂c

γ stays within D since the boundaries are one-to-one.
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One-to-one correspondence for power flow feasibility

Consequences

There is a one-to-one correspondence between cl(D) and F

We can find the V̂L corresponding to P̂c by solving the IVP γ : [0, 1] → Rn,γ(0) = V ∗
L

d
dtγ(t) =

(
∂Pc

∂VL
(γ(t))

)−1

P̂c

.

We have γ(1) = V̂L.

The set F is closed and convex.
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Necessary and sufficient condition for power flow feasibility

Theorem
A power demand satisfies Pc ∈ F if and only if there does not exists λ > 0 such that

Q :=

(
YLL[λ] + [λ]YLL [λ]YLSVS

(YLSVS)
⊤[λ] 2λ⊤Pc

)
is positive definite.

Similarly, Pc ∈ int(F) if and only if Q is never positive semi-definite.

Packages like MOSEK solve this problem and its dual, to assess (in)feasibility.
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High-voltage solutions and bifurcations

VL,1

V
L
,2

Pc,1

P
c,
2
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High-voltage solutions and minimizing dissipation

Definition

A high-voltage (HV) solution is an equilibrium V̂L such that for all other equilibria V ◦
L we have

(V ◦
L )i < (V̂L)i.

The HV solution minimizes the dissipation among all equilibria.

Theorem

If an operating point V̂L satisfies one of the following properties, it satisfies all of them:

V̂L is semi-stable (i.e., V̂L ∈ cl(D));

V̂L is the unique long-term voltage semi-stable operating point associated to P̂c;

V̂L is dissipation-minimizing;

V̂L is the unique dissipation-minimizing operating point;

V̂L is a high-voltage solution;

This proves practical wisdom.

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 23 / 39



High-voltage solutions and minimizing dissipation

Definition

A high-voltage (HV) solution is an equilibrium V̂L such that for all other equilibria V ◦
L we have

(V ◦
L )i < (V̂L)i.

The HV solution minimizes the dissipation among all equilibria.

Theorem

If an operating point V̂L satisfies one of the following properties, it satisfies all of them:

V̂L is semi-stable (i.e., V̂L ∈ cl(D));

V̂L is the unique long-term voltage semi-stable operating point associated to P̂c;

V̂L is dissipation-minimizing;

V̂L is the unique dissipation-minimizing operating point;

V̂L is a high-voltage solution;

This proves practical wisdom.

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 23 / 39



High-voltage solutions and minimizing dissipation

Definition

A high-voltage (HV) solution is an equilibrium V̂L such that for all other equilibria V ◦
L we have

(V ◦
L )i < (V̂L)i.

The HV solution minimizes the dissipation among all equilibria.

Theorem

If an operating point V̂L satisfies one of the following properties, it satisfies all of them:

V̂L is semi-stable (i.e., V̂L ∈ cl(D));

V̂L is the unique long-term voltage semi-stable operating point associated to P̂c;

V̂L is dissipation-minimizing;

V̂L is the unique dissipation-minimizing operating point;

V̂L is a high-voltage solution;

This proves practical wisdom.

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 23 / 39



High-voltage solutions and minimizing dissipation

Definition

A high-voltage (HV) solution is an equilibrium V̂L such that for all other equilibria V ◦
L we have

(V ◦
L )i < (V̂L)i.

The HV solution minimizes the dissipation among all equilibria.

Theorem

If an operating point V̂L satisfies one of the following properties, it satisfies all of them:

V̂L is semi-stable (i.e., V̂L ∈ cl(D));

V̂L is the unique long-term voltage semi-stable operating point associated to P̂c;

V̂L is dissipation-minimizing;

V̂L is the unique dissipation-minimizing operating point;

V̂L is a high-voltage solution;

This proves practical wisdom.

Mark Jeeninga - Lund University Part 1: DC power grids and power flow feasibility 23 / 39



Other work and open questions

Plug & play certificates

Braess’ paradox: increasing line conductances may lead loss of PF feasibility

Distance to infeasibility

How can we make loads behave such that they guarantee feasibility? (Dynamic pricing
games?)

Which dynamics on the loads lead to (global?) convergence in case of feasibility?
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Part 2

Equilibria to district heating systems
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District heating systems

Transport heat (energy) from producers to consumers

Cutting costs by reusing waste heat from industrial processes
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District heating systems

Components:

Pipes

Hot and cold layer

Heat exchangers

Pumps, in series with pipes

We only focus on these components, but also valves and storage facilities may be considered.

We assume that the fluid is incompressible and laminar flow in the pipes.
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Pipe flow dynamics and system model

Each actuated pipe is in series with a pump;

The pressure drop over the pipe and the pump is ∆i;

The pressure drop over each pipe is ui, the control input;

The pressure drop over the pipe is ∆i − ui;

For unactuated pipes we have ui = 0.

Nonlinear flow in the pipes given by

q̇i = −fi(qi) + ∆i − ui

Assumption: fi is strictly monotone, surjective and fi(0) = 0.
For hydraulic networks we typically have fi(qi) = −κi sign(qi)q

2
i .
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Control goals

Nonlinear flow in the pipes given by

q̇i = −fi(qi) + ∆i − ui

There are three types of edges:

Type α: Actuated edge to achieve a flow q∗i through the edge;

Type β: Actuated edge to achieve a pressure drop ∆∗
i over the edge;

Type γ: Unactuated edge.

In particular, at steady state we have

ui =


−fi(q

∗
i ) + ∆i if i ∈ α

−fi(qi) + ∆∗
i if i ∈ β

0 if i ∈ γ

=⇒


qi = q∗i if i ∈ α

∆i = ∆∗
i if i ∈ β

fi(qi) = ∆i if i ∈ γ

Assumption: There is no coordination between the actuators of q∗i and ∆∗
i .
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Problem statement

For which placements of the pumps (actuators) does there exist an equilibrium for all choices
of q∗i and ∆∗

i ?
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What does the literature say?

Minty (1960), Hall (1976), and later:

Recast problem as an optimization problem. If a solution exists, it is unique.

Some caveats:

Can we prove existence without solving an optimization problem? (We do not need
to know the solution!)
Which pipes can we actuate to guarantee existence? (Actuator placement)
A solution to the linear case is non-obvious
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Some graph theoretic definitions

Some definitions:

For S ⊆ E , a the graph induced by S is the graph composed
of all edges in S together with its incident nodes;

A subgraph is spanning if it contains all nodes of the graph;

The subgraph T ⊆ E is a tree if it contains no undirected
cycles;

If T ⊆ E is a spanning tree, then k ∈ E is a twig if k ∈ T ,
and a chord if k ∈ E \ T .
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Fundamental loop matrix

For a spanning tree T ⊆ E , assume that the chords have a lower index than the twigs;

We have exactly c = e− n+ 1 chords;

Adding a chord induces a cycle.

We define F ∈ Rc×e

Fki =

{
±1 if i lies in the cycle that occurs by adding k, with sign according to orientation

0 if i lies in the cycle that occurs by adding k

We have F =
(
I F ∗).
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Fundamental loop matrix - example

1

2

543

F =

(
1 0 −1 −1 0
0 1 0 −1 1

)
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Main result

q ∈ imF⊤ (KCL)

F∆ = 0 (KVL)

qi = q∗i for i ∈ α

∆i = ∆∗
i for i ∈ β

fi(qi) = ∆i for i ∈ γ

Theorem

There exists an equilibrium (q̂, ∆̂) for each choice of q∗i for i ∈ α and ∆∗
i for i ∈ β if and only

if there exists a subset of edges T ⊆ E , such that T forms a spanning tree and β ⊆ T and
α ⊆ E \ T . Moreover, (q̂, ∆̂) is unique.

Corollary

The unique equilibrium can be obtained from the solution of a dynamical system ẋ = g(x)
where g is a monotone bijection.
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if there exists a subset of edges T ⊆ E , such that T forms a spanning tree and β ⊆ T and
α ⊆ E \ T . Moreover, (q̂, ∆̂) is unique.

Corollary

The unique equilibrium can be obtained from the solution of a dynamical system ẋ = g(x)
where g is a monotone bijection.
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Main result - example
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Perhaps unsurprisingly, this coincides with simultaneous cut set and loop analysis.
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Conclusion

We have derived a graph-theoretic condition for the existence of an equilibrium for the
hydraulic part of district heating systems.

The equilibrium, if it exists, is unique.

The equilibrium can be computed by solving an monotone dynamical system.

Open aspects:

The problem we are solving is much more general. To what other types of systems is this
actuator placement problem of interest?

What changes if we also include the thermal layer into the system of equations?

What if not all maps fi are surjective?

And what if we include constant-power loads?
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Thank you for your attention!
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