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Control for Societal-scale Challenges: Road map 2030
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Free to download at

https://www.ieeecss.org/control-societal-scale-challenges-road-map-2030

5: Technology Validation & Translation
• Engagement in Industrial Ecosystems
• Validation
• Current Status of Benchmark and Testbeds
• Validation Steps and Corresponding Tools
• Desired Features of Validation 

Infrastructure
• Translation of Research Outcomes to 

Innovation and Products
6: Education
• Present State and Future Outlook
• Curriculum Changes
• Updating the First Course in Control for 

Broader Applicability
• Introducing a Control Systems Course 

Earlier, for Broader Audiences
• Modularizing the Teaching Experience
• Creating Success Stories in Curriculum 

Changes
7: Ethics, Fairness, and Regulatory Issues
8: Recommendations

CONTENTS

1: Introduction
2: Societal Drivers
• Climate Change Mitigation and Adaptation
• Healthcare and Ensuring Quality of Life
• Smart Infrastructure Systems
• The Sharing Economy
• Resilience of Societal-scale Systems
3: Technological Trends
• AI and Big Data
• Electrify Everything
• Engineering Biology
• Robots in the Real World
4: Emerging Methodologies
• Learning and Data-Driven Control
• Safety-Critical Systems
• Resilient Cyber-Physical Systems
• Cyber-Physical-Human Systems
• Control Architecture
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Networked control systems

Plant Sensor

Controller

Actuator

Feedback control system7

Networked control systems

Plants Sensors

Controllers

Actuators

Network Network

The networked control system design problems

1. How to design controllers to cope with network imperfections (delays, losses, outages, etc)?

2. How to design the communication network to support the need from control loops?

3. How to co-design control and communication to jointly optimize performance and resource use? 
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Cyber-Physical-Human Control Systems

Computer

Computer

Computer

Computer

Machine

Machine

Machine

Human
Human

Human
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Decisions need to be automatically made in tomorrow’s 
complex networked autonomous systems
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Remote control towers to support the 
operation of automated vehicle fleets

10Jiang et al, Human-centered design for safe teleoperation of
connected vehicles, IFAC CPHS, 2020 KTH, Scania, Ericsson
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Designing multi-layer networked systems
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Physical

Jiang et al, Human-centered design for safe teleoperation of
connected vehicles, IFAC CPHS, 2020

Keimer et al, Integration of information patterns in the modeling and 
design of mobility management services, Proceedings of IEEE, 2018. 
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Shared-Autonomy Systems
Shared-autonomy systems mix human and 
automated decisions in a systematic way.

Teleoperation of trucks by Einride

Human operator

Controller 

Plant 

Jiang et al., 2020
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25 M EUR EU project on multi-brand platooning 2018-2022

B. Besselink et al., Cyber-physical control of road freight transport. Proceedings of IEEE, 104:5, 1128-1141, 2016.

14

Platoon Coordinator and Look-ahead Road Grade Information

Turri et al., 2015

Successful tracking of common 
platoon velocity reference  
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Cellular Implementation of Platoon Coordinator

van Dooren et al., 2017

• Platoon coordinator generates common velocity 
reference:

• Can be computed in the cellular system
• New handover scheme for moving control computations
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Platoon Formation 

Liang et al., 2016; Cicic et al., 2017 

Optimal speed profiles for platoon formation

Formation
Controller

Traffic and 
Vehicle

Predictor

Feedback control of merging point based on 
real-time vehicle state and traffic information
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• Platoon formation of two trucks 
under various traffic conditions

• 600 test runs on E4 in Nov 2015
• Traffic measurements from road 

units together with onboard sensors

Platoon Formation Experiments

Liang et al., 2016

0 10 20 30 40 50 60 70 80 90 100 110 120
0

500

1 000

1 500

2 000

2 500

Tra�c density [veh/km/lane]

T
ra
�
c
fl
ow

[v
eh

/h
/l
an

e]

Fundamental diagram of traffic flow

830K measurements

18

Can controlled truck platoons be used to improve traffic conditions? 

Lin et al., 2018; Cicic and J, 2018

• Trucks act as bottlenecks moving in car traffic
• Regulate cars flowing into congested area

Cf., [Lebacque et al. 1998; Delle Monache & Goatin 2014]
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Flows according to Euler and Lagrange 

Leonhard Euler (1707-1783) Joseph-Louis Lagrange (1736-1813)

Euler was looking at fluid motion focused 
on specific locations in the space through 
which the fluid flows as time passes.

Lagrange was looking at fluid motion where 
the observer follows an individual fluid parcel 
as it moves through space and time

20

From Eulerian to Lagrangian traffic control

Leonhard Euler (1707-1783)
Stationary observer of the flow 
Traffic control based on fixed infrastructure
High deployment costs and limited flexibility

Joseph-Louis Lagrange (1736-1813)
Observers moves with the flow 
Traffic control based on mobile sensors and actuators
Need for a new system theoretic foundation
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Control law
Traffic state 

reconstruction 
and prediction

Model learning

Control actions Measurements

Traffic model

Connected and Autonomous Vehicles

Lagrangian traffic control system

[Čičić, 2021] Physics-informed machine learning [Raissi et al., 2019; Barreau et al., 2021]

22

Control truck platoon velocity to dissipate traffic congestion

Cicic and J, 2018

Without truck platoon control With truck platoon control

Truck platoon trajectory 
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Networked control systems
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Controllers
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The networked control system design problems

1. How to design controllers to cope with network imperfections (delays, losses, outages, etc)?

2. How to design the communication network to support the need from control loops?

3. How to co-design control and communication to jointly optimize performance and resource use? 

24

Joint Design of Plant and Network Controls

25

Plant model:

Network model:

Maity et al., 2018

Network resource control algorithm 
decides on how urgently sensor data 
should be delivered to the controller

25



11/13/23

11

Information Structure and Optimal Control

26Maity et al., 2018

Information available at delay control:

Information available at plant control:

Joint optimal control cost function:
Non-classical control problem 
because of the information structure, 
cf. [Witsenhausen, 1971].  

26

Information Structure and Optimal Control

27Maity et al., 2018

Find optimal plant control and network delay control:

• What is the structure of the optimal solution?
• Is the optimal plant controller estimator based? 
• How find the optimal delay controller?

27
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Optimal Plant Control and Separation Principle

28

Theorem

Maity et al., 2018

• Optimal plant controller is based on estimator 
• Optimal plant controller does not depend on the delay control 

28

Optimal Plant Control and Separation Principle
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Theorem

Maity et al., 2018

• Optimal plant controller is based on estimator (separation principle holds)
• Optimal plant controller does not depend on the delay controller 
• But the estimator is a nonlinear function of the delay control

29
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Example

31
Maity et al., 2018

• Link with lower delay has higher cost
• Optimal solution is a trade off between control 

performance and usage of network resources

Plant model:

Network model:

Optimal link utilization

31

Optimal link utilization

Example

32

Average link utilization

• Optimal solution uses mainly cheap and costly links
• >60% of the time the system is in open loop (delayed)Maity et al., 2018

Optimal tradeoff 
communication-control
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Extension to Multiple Control Loops

33

33

Example with N=20 Control Loops

34

20 plants:

Network:

Average link utilization

• Automatic and optimal allocation of 
network resources to multiple control loops

• Suitable to integrate with network slices in 
5G cellular networks
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Performance Error vs. QoS for a Networked Control Problem

Mamduhi et al., 2023
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Autonomous robot supposed to follow a given path

Control systems:     𝑥!"# = 𝐴𝑥! +𝐵𝑢! +𝑤!
Control plus communication cost:     𝑝(𝑡) =∥ 𝑥! ∥$+∥ 𝑢! ∥$ +𝜆
Regret defined as how much does robot deviate from the planned path

High performance regret, 
due to receiving low QoS 
in time interval [350-400]

Low performance regret, 
due to satisfactory QoS in 
time interval [100-250]

Hi
gh

er
 Q

oS
Lo

w
er

 Q
oS

35

Conclusions

people.kth.se/~kallej

Technological and Physical
Complexity

Human and Social
Complexity

Interconnected
Societal

Networks

Cyber-Physical-Human
Systems

Scalability & predictability
Human & AI networks

Safety & efficiency

Decision-making & physics-informed machine learning
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Platoon Formation 

Liang et al., 2016; Cicic et al., 2017 

Optimal speed profiles for platoon formation

Formation
Controller

Traffic and 
Vehicle

Predictor

Feedback control of merging point based on 
real-time vehicle state and traffic information
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Future 5G Ride: Kista Innovation Park Network Experiments

Evaluation of 5G network performance in intelligent transport scenarios

Road-side Sensor Local Traffic Manager (Edge Computer) Connected Vehicle

95% Percentile
Latency [ms]

Throughput [MB/s]

Evaluate loaded 5G network’s 
ability to communicate safety-
critical data with SVEA platform

5G
Uplink

5G
Downlink

Jiang et al., 2023
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Position

Gradie
nt

Numerical Models
• Optical dataset of past days
• CMEMS Sentinel Satellite

imagery

Algal Bloom Model
Estimator

• Gaussian Process model
• Trained using past days’ data 
• Locally approximates algal bloom

concentration

Real-time Controller
• Autonomously decides direction
• Calculates control commands for AUV
• Based on sensor measurements

Model

Past days’ data

GPS Satellite Sentinel Satellite

Satellite imagery

Water Quality Monitoring using Autonomous Underwater Vehicles and Satellite 
Imagery

Gradient Estimator
• Real-time estimation using:

• algal bloom model,
• AUV sensor measurements

Sensor 
measurements

Control 
commands

Autonomous Underwater Vehicle

Algal Bloom Sensor

Algal Blooms
Excessive growth of
algae caused by 
nutrients from manure
and fertilizer entering
the water

Fonsecal et al., 2023

102

ü First autonomous solution for actively monitoring
algal blooms, with lower cost and increased resolution

ü Algal bloom modelling using Gaussian Process 
regression

ü Low computational cost suitable for small AUV with
simple on-board computer

ü Models trained with satellite imagery and fitted with
sensor data obtained during the mission by the AUV

Simulations Experiments

ContributionsExperimental Results

• Similar results despite waves, wind, and boat traffic
• Bounded estimation and controller errors

Water Quality Monitoring Experimental Results

Fonseca et al., 2023
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Wireless Control of Pulp and Paper Mill

Ahlén et al., 2018

Premium cardboard

Pulp mill

Paper machine

Starch cooker process producing cardboard coating
• 1 000’s of control loops and sensors
• Closed today over fixed wired network

• Improved performance and flexibility
by adding new wireless sensors
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Safe Navigation of Mobile Robots using External Sensors
• Future low-cost mobile robots can navigate using fixed

indoor sensors connected over 5G network
• Sensor and network resources need to automatically adapt to 

varying application needs
• Guarantee safety through novel uncertainty-aware safety filter 

that adjust planned trajectory to available resources

Miksits et al., 2023
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Social interactions and human behavior
for sustainable smart building

Can sustainable behaviors diffuse within social groups?

Digital Futures 7

Longitudinal experimental study of
social influence in behavioral changes
toward sustainability, in the context
of smart residential buildings

Fontan et al., 2023
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Experimental Study at the KTH Live-In Lab

Fontan et al., 2023
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