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AI Transparency and 
Consumer Trust 

• chatbots 
• AI regulation

Socio-legal robotics 
• norms and human-robot 

interaction, and care
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Governance of AI & ADM in the public sector  
• Vulnerability in the automated State (WASP-HS) 
• AI standards as governance mechanism (VR) 
• The AI Welfare State Research Cluster (WASP-HS)

+ affiliated senior  
researchers and visitors

Medical AI:  
• in mammography (MASAI) 
• triage and algorthmic discr. (FORTE) 
• personalisation and ethics/

epistemology (DDLS+WASP-HS)
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1. Transparency: How transparent should the 
process or its outcome be, can it be, about what, 
and for whom and when? 

2. Accountability: How are responsibilities 
distributed? 

3. Fairness: What’s fair? Which norms (ought to) 
apply?

Central questions in AI governance



Today: Three steps

1. Transparency: conceptually, empirically, legally.  

2. Adaptive technologies and norms: Human social 
structures as a problem

3. A sensitive case to address normative nuances: 
Necrorobotics



Transparency 



Four Facets of AI Transparency



Lit rev from contextual, applied persp.

Explainable AI (XAI) Mediation and  
communication

Literacy Law-as-tradeoff

In: Handbook of Critical Studies in Artificial Intelligence

Miller (2019) How humans 
understand explanations:  
1) contrastive,  
2) biased selection of a few 

facts  
3) not strictly depending on 

probabilities  
4) social, part of a 

conversation or 
interaction. 

“audiences”



A case: AI-assisted 
mammography



• Current practice (European 
guidelines): Two radiologists assess 

• Mostly low risk 
• Main goal: find cancer, improve health 
• MASAI study: Improve screening 

through AI. Test with 100k women: 
• Finds more cancers, 44% less work 

• But: what do radiologists need for 
their trust assessment of AI 
recommendations?

AI-assisted 
mammography



Högberg, C., Larsson, S. & Lång, K. (2024) Engagements with AI in breast cancer screening: 
Swedish breast radiologists’ views on matters of trust, information and expertise, Digital Health.




Transparency ideas in EU AI Act





High risk AI
• Article 11, Technical documentation — 1.   The technical 

documentation of a high-risk AI system shall be drawn up before that 
system is placed on the market or put into service and shall be kept up-
to date. 

• Article 12, Record keeping — …ensure a level of traceability… 

• Article 13, Transparency and provision of information to deployers 

• Article 14, Human oversight — appropriate human-machine interface 
tools, that they can be effectively overseen by natural persons during 
the period in which they are in use.



non-high risk AI
• Article 50, Transparency obligations for providers and deployers of “certain AI-

systems” 

• ….that the natural persons concerned are informed that they are interacting with 
an AI system 

• Providers of AI-systems…including general-purpose AI systems, generating 
synthetic audio, image, video or text content, shall ensure that the outputs of the AI 
system are marked in a machine-readable format and detectable as artificially 
generated or manipulated. 

• Deployers of an AI system that generates or manipulates image, audio or video 
content constituting a deep fake, shall disclose that the content has been artificially 
generated or manipulated.



1. AI Act: A product safety regulation, 
with transparency and documentation 
focus: risk level classification, CE 
marking, standardisation. 

2. HIGH RISK AI is central: Is your 
service high risk or not? Obligations 
for providers and deployers, high 
fees, with an (unfinished) supervision 
structure. 

3. THE PACING PROBLEM: GPAI and 
the pace of the field leads to flexible 
— and unpredictable — elements in 
the regulation: shifts power to the 
Commission. Unpredictable law is 
problematic.



How about generative AI/LLMs? 
The law is a bit divided because…



2021 2022 2023 2024 2025 2026

The Commission’s 
proposal 
21 April, 2021

The Council’s 
proposal 
6 December, 
2022

The Parliament’s 
proposal 
14 June, 2023

The Member States 
support the Belgian 
Presidency's proposal 
2 februari, 2024

Provisional 
agreement in 
trilogue 
9 December, 2023

European Parliament’s 
Internal Market and Civil 
Liberties Committees 
adopted 
13 February, 2024

European Parliament’s 
plenary vore 
13 March, 2024

Entry into force
depending on

what part

Chat GPT 
November, 2022

Generative AI

Council’s approval 
21 May, 2024

After publication, in force: 
1 August, 2024



Adaptive technologies and 
norms



• Normative mirroring, sampled from 
(problematic) aspects of human social 
structures and stereotypes (Larsson, Liinason et 

al., 2023) 


• Society-in-the-loop (Rahwan, 2018)


• Mutual shaping of society and 
technology (Šabanović, 2010)


Normative implications:


• Personalisation understudied. Agentic AI 
ethics? 

AI-models mirroring social structures



MUCH IN SOCIOLOGY  
OF LAW

INCLUDING PHYSICAL DESIGN 
- RELATION TO BODIES’ 
ABILITIES, MANIPULATIVE 
PRACTICES — “DARK 
PATTERNS”  Etc. 

1. BIASED DATA NOT REPRE-
SENTING SOCIETY WELL; 

2. DATA THAT REPRESENTS 
AN UNFAIR SOCIETY

EXTREME INDIVIDUALISATION 
BRINGS NORMATIVE ISSUES: 
WHAT IF HARMFUL OR UNFAIR?  
WHO DECIDES AND BY WHAT  
STANDARDS?

“Towards a Socio-Legal Robotics: A Theoretical Framework on Norms and Adaptive Technologies” 
Larsson, Liinason, Tanqueray, Castellano, In International Journal for Social Robotics, 2023

Governance and fairness issues as a loop







• Accountability: Who should be accountable for what and when? — 
scientists, producers, deployers, end-users, or auditors?

Asks questions of governance, ethics and societal 
implications



Other newish concerns



Who should have the rights to 
decide over training data? 





Individual control?





Disinformation





• OECD, risker: desinformation, reproduktion av bias, 
upphovsrättsfrågor, etc (Sep -23). 

• ACM Technology Policy Council: Needs for safeguards, 
human-in-the-loop, IP-rights, data protection, 
“correctability” (June, -23).  

• Biden’s Presidentorder (31 Okt, 2023). Revoked by Trump 
2025. 

• G7: 1) guidelines for “Hiroshima process” for advanced AI 
system and 2) a code of conduct for developing 
organisations (30 Okt, 2023). 

• The AI Act (augusti 2024) “promote innovation AND 
safeguard fundamental rights” 

• Int. AI Safety Report (jan -25) focus: GPAI risks

A formative period



A sensitive case to address 
normative nuances:  

“necrorobotics”



Larsson (2024): “Necrorobotics — The Ethics of Resurrecting the Dead”





Patent and generative AI
• Patent for chatbot based on an 

individual 

• Generative AI-development

• GPT-3/-4/ChatGPT etc 

• DALLE2/3; Midjourney; Stable 
Diffusion etc 

• VALLE etc



“The present disclosure provides systems and 
methods of creating a conversational chat bot of 
a specific person…” 

“…the specific person may correspond to a 
past or present entity (or a version thereof), 
such as a friend, a relative, an acquaintance…” 

“Social data may be stored by, and/or collected 
from, various sources…” 

“…it may refer to images, image data, voice 
data, emails, text messages, dialogue data/
commands, social media posts, written letters, 
user profile information, behavioral data, 
transactional data, geolocation data, and other 
forms of data about a specific person.”



• In 2016, chat bot developer 
Eugenia Kuyda released a chatbot 
based on her deceased friend, 
Roman Mazurenko.  

• The “DadBot”, James Vlahos (2019) 

• 2020: Canadian man used a 
chatbot service powered by GPT-3 
to create a replica of his deceased 
girlfriend.  

• In 2020, a South Korean mother 
met her deceased 7-yo in VR, 
produced by a Seoul-based studio.

Cases



Deepbrain AI offers “re;memory”: “more than just a place for 
remembrance”; “directly interact with lost ones”  

Markets



Institutions?



Old norms, new practices?

• Both new — in terms of AI/robotic capabilities  

• …and old — in terms of mortuary cultures of 
“being with the dead” (Ruin, 2019).  

• Grief, remembrance: The dead have some 
type agency in most cultures 

• Can change over time, culture, society (cf. 
O’Neill, 1999)



Which norms should be considered?
1. Require robustness: “Infrastructural 

responsibilities”? 

2. Who ought to decide over “resurrection”? 

a) Patented rights?  

b) Possession? Those that have your data 

c) Heritage? family (who, specifically?) 

3. Analogy — respect and dignity: “Burial peace” 
(Geneva convention etc.)?



Today: Key topics
1. Transparency is multifaceted: but include literacies/

audiences, and that mediation guides/structures/manipulates.  

2. Formative period for law: flexible, somewhat unpredictable 
law-making 

3. Adaptive tech and norms: reproducing social structures is 
not neutral

4. Context / case reveals: Sensitive cases need nuanced 
scrutiny
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