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Central questions in Al governance

1. Transparency: How transparent should the
orocess or its outcome be, can it be, about what,
and for whom and when?

2. Accountabllity: How are responsibilities
distributed?

3. Fairness: What's fair? Which norms (ought to)
apply?



Today: Three steps

1. Transparency: conceptually, empirically, legally.

2. Adaptive technologies and norms: Human social
structures as a problem

3. A sensitive case to address normative nuances:
Necrorobotics
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Four Facets of Al Transparency

39. Four facets of Al transparency HANDROOK OF
Stefan Larsson, Kashyap Harcsamudram,

Charlotte Héogberg, Yucong Lao, Axel Nystrém, C r l t l C a l St U d ' e S Of
Artificial Intelligence

Kasiwa Soderiund and Fredrik Heniz

INTRODUCING A MULTIFACETED CONCEPT

“Transparancy™ 1s on2 of these comtemporary concepts that, linked to AT, spans technical,
legal, and ethicsl — and meore — perspectives, Whule transparency is part of 3 wider trend
in intemacional goverrance (Koivisto, 2022), it 13 also onc of the most common concspts
in the recent surge of ethics guidelines on AT thar has heen developed by & wide varery of
enlilies from governments, non-governmental organiiations (NUOs), and large compan:es to
muki-stakeaolder groans (Jobin et al, 2019', Oftzn. it is framed as @ mechan:sm for promot-
ing accountability (Dizkopolous, 20200 In recent EU policy an AL there is @ [oeus on risk
assessments and auditing (Fellinder et al |, 2022 Mokander et al, 2021, with an emphasii on
“human-centricity” (Larsson, 2020; Larsson et al, 2020), implxating how European coun
tries strategise about Al (Robdinson, 20209, teir ratard mandztes, and inidatives fur varous
sectors, not the least the public sector (de Bruin et al, 2022)

For some of the origin of trersparency as a governmance tool, first, oac can point to the
paly delsates on anti-conuption pushing ko conporate and govenme el tansparency i the
late 9905 and early 2000s [Forsshaeck & Oxelbeim, 2014; Koivistn, 2022, but some of its
racent suppoet in EU policy could arguably also be explained by its pestive coanotations as
mctaphorically linked to operness (Koivisic, 2022; Larssen & Heintz, 2020), As 2 reaction, it
hag also spurred rhe wrore agstherica’ly and politiczlly framed emerging fleld of critical rrans-
parency sudies (b Allea, od, 022, Kawisto, 20237), which we draw fram ia order to outline
some of the implications of “Al Transparcncy” in contemporary palicy debates. Recently,
and recond, tusparecy - particulacly i kxms of algocithinically focused “eaplainability™
(cf. Haresamudiram ¢t al,, 2022) — has beer put torward as a key clement to ensurs that Al
perferms well, fullfills its premise, as well as strengthens puklic trust in AL (22 Jazovi et al,,
2021). In this chapter, we describz way commoen approgches o eaplainability constitute a
narrow concept and propose how thev can be complemented for a nicher understanding of 1ts
consequences for policy,

By draw ug Nom entical examinations of Al Garsparency, such as Jenna Buirell's thice
forms of opzesty 120110) and |da Kowvisto's account of the transparency paradox (20210) this
chapter deveiops four fucets of Al transparency. Frat, we aritically examine the groaiag body
of literature on expleinable Af, whick stems from a call 1c make machine-learning processes
maore understandable. Second, irgpired by arscent critique (Miller, 2009) that this field draws
too little from how humane actually understand explanations, we s22 a need tc break out the
cxp.ict mediarion of machine karning processes that this leads to. Smmilarly, Surel. dis-
cusses these two facets in ierms of a “mismatch berween mathematical procedures of machine
learning algorithme ard humarn eyles of semantic interpretation”™ (Burrell, 201€, p. 3). In

Edvted by
simon Lindgren

445




L it rev from contextual, applied persp.

Miller (2019) How humans

understand explanations:

1) contrastive,

2) biased selection of a few
facts

3) not strictly depending on
probabilities

4) social, part of a
conversation or
interaction.

*audiences”

Explainable Al (XAl)

Mediation anad
communication

Literacy

| aw-as-tradeoft

In: Handbook of Critical Studies in Artificial Intelligence



A case: Al-assisted
mammograpny



EN STABIL GRUND ATT BYGGA PA | Fardplan f6r Sverige

Al-assisted
mammaograpny

Current practice (Europear
guidelines): Two radiologists assess
Mostly low risk

Main goal: find cancer, improve health
MASAI study: Improve screening
through Al. Test with 100k women:
Finds more cancers, 44% less work et vyt (et et e

!

p y‘ Y

Studien visade att granskning med Al resulterade i 20 procent fler identifierade cancerfall, men bara 3 procent fler falska positiva.
Foto: Gorodenkoff/Shutterstock

Klinisk bedomning av mammografibilder med Al

brostcancer i Sverige. Pa 1980-talet infordes scre- ning med Al resulterade i 20 procent fler identifierade
ening dar man med hjalp av mammografi genomfor cancerfall, men bara 3 procent fler falska positiva, det
rontgenundersokning for att upptacka brostcancer. vill sdga dar cancermisstanken forsvann efter kom-

B ut n W h at d O ra d I O ‘ O | StS n e e d fO r Narmare en miljon kvinnor kallas varje ar till en sadan pletterande utredning. Samtidigt minskade arbets-
" g screening, och 60 procent av alla brostcancerfall upp- | bordan for radiologen med 44 procent. En radiolog
tacks genom mammografi. De rontgenbilder som tas granskar i snitt 50 mammografiundersdékningar pa en

t h e | r t r u St aS S e S S m e n t Of A | granskas av tva brostradiologer, som det i dag rader timme. Det innebar att denna Al-tillampning sparade

stor brist pa. in fem manaders jobb pa de 40 000 screeningunder-

recomimen d at IONS f? | en svensk studie fran 2023 som omfattade s6kningarna i gruppen som granskades med Al

80 000 kvinnor bedomdes halften av kvinnorna av

[31] Se Kristina LAng, Viktoria Josefsson, Anna-Maria Larsson, Stefan Larsson, Charlotte Hogberg, Hanna Sartor, Solveig Hofvind, Ingvar Andersson, Aldana Rosso,
Artificial intelligence-supported screen reading versus standard double reading in the Mammography Screening with Artificial Intelligence trial (MASAI): a clinical
safety analysis of a randomised, controlled, non-inferiority, single-blinded, screening accuracy study, The Lancet Oncology, Volume 24, Issue 8, 2023. 5.936-944.



Would the following information support your evaluation ] LC:‘ gz:fomewhat low degree
|

B To a high/somewhat high degree

| 12.8 % . 10,6 % 12.7 % |

of trust in Al assessments in mammography screening?
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Information about | What, and how much, Information about Information about Information about Information about Information about
what in the image that would have code/algonthms the competences training data how labelling of the system’s
that caused the to be different in involved in the training datahas  continuous learning
given risk score an image for it to system development been conducted after clinical
receive another, implementation
higher/lower, risk score

Meaningful transparency & XAl, global & local

Hoégberg, C., Larsson, S. & Lang, K. (2024) Engagements with Al in breast cancer screening:

Swedish breast radiologists’ views on matters of trust, information and expertise, Digital Health.




Transparency ideas In U Al Act



Article 4
Al Literacu

Providers and deployers of Al systems shall take measures to ensure, to their
best extent, a sufficient level of Al literacy of their staff and other persons
dealing with the operation and use of Al systems on their behalf, taking into
account their technical knowledge, experience, education and training and the
context the Al systems are to be used in, and considering the persons or
groups of persons on whom the Al systems are to be used.



Article 11, Techr

docurr

systemnm

entation O
'S placed

to date.
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High risk Al

ical documentation — 1. The technical

Ign-ri

he 1r

sk Al system shall be drawn up before that
arket or put into service and shall be kept up-

Article 12, Record keeping — ...ensure a level of traceability...

Article 13, Transparency and provision of information to deployers

Article 14, Human oversight — appropriate human-machine interface
tools, that they can be effectively overseen by natural persons during
the period In which they are In use.



noNn-nign

rISK Al

* Article 50, Transparency obligations for providers and deployers of “certain Al-

systems”

e ....that the natural persons concerned are informed that they are interacting with

an Al system

* Providers of Al-systems...including general-purpose Al systems, generating

synthetic audio, Image, video or text content,

shall ensure that the outputs of the Al

system are marked in a machine-readable format and detectable as artiticially

generated or manipulated.

* Deployers of an Al system that generates or
content constituting a deep fake, shall disc
generated or manipulated.

manipulates image, audio or video

ose that the content has been artificially



Implications of Regulating a Moving Target: Between
Fixity and Flexibility in the EU AT Act

Law, Innovation and Technology 18.1, Forthcoming

43 Pages - Posted: 29 Apr 2025
Stefan Larsson

Lund University - Department of Technology and Society

Jockum Hildén

RISAl — Research Institute for Sustainable Al

Katarzyna Séderlund

Lund University - Department of Technology and Society

Date Written: April 09, 2025

Abstract

The EU Al Act aims to regulate artificial intelligence (Al) in a way that balances innovation and protection fram
harms, but faces the challenge of keeping pace with the development of Al. This paper examines the tension
between fixity and flexibility when regulating Al in the EU by drawing on literature on the pacing problem and
anticipatory governance, contrasted by sociolegal theory on the importance of predictability and legal
certainty. Specifically, it analyses how the Al Act, under the aim of being "future-proof™, per relatively
newfound EU terminology, employs various flexible mechanisms, such as i) valuntary measures and codes-of.
conduct as soft governance, ii) delepated and implementing acts, iii) Commission's decision, and iv)
harmonised standards. The analysis shows that with this flexibility follows trade-offs such as reduced legal
predictahility, which is concerning since predictahility is essential for ensuring trust and legal certainty in the
regulatory framework, as well as a problematic shift in powers to the Commission and standardisation

organ’sations.

Keywords: Al Act, the pacing problem, legal certainty, legal flexibility, general purpose Al, delegated acts,
harmonised standards

Al Act: A product safety regulation,
with transparency and documentation

focus: risk level classification, CE
marking, standardisation.

HIGH RISK Al is central: |s your

service high ris

fees, with an (u
structure.

THE PACING PROBLEM: GPAI and

the pace of the

— and unpredictable — elements In

K or not? Obligations

for providers and deployers, high

nfinished) supervision

fleld leads to flexible

the regulation: shifts power to the
Commission. Unpredictable law is

problematic.



How about generative Al/LLMs"
The law Is a bit divided because...



Provisional ,
Entry into forcCe

trilogue depending on

9 December, 2023 what part

_————
e —————————

The Council’s , The Member States

ission’ The Parliament’s
:;r:p?)g:ll meSenS proposal proposal support the Belgian
6 December, 14 5053 Presidency's proposal
' une,
21 fpril, 2021 2022 2 februari, 2024

Européan Parliament’s

Chat GPT |
November, 2022 13 Feébyuary, 2024

Eurppean Parliament’s
plenary vore

Generative Al 13 March, 2024

Council’s approval

21 May, 2024
After publication, in force:

1 August, 2024




Adaptive technologies and
NOorms



Al-models mirroring social structures

 Normative mirroring, sampled from
(problematic) aspects of human social
structures and stereotypes (Larsson, Linason et -~
al., 2023) :,"s/HANNON VALLOR

e Society-in-the-loop Ranhwan, 201s)

 Mutual shaping of society and
teChnoIogy (Sabanovi¢, 2010)

Normative implications:

 Personalisation understudied. Agentic Al
ethics?



MUCH IN SOCIOLOGY
OF LAW

NORMS

Legal
Social
Contextual

N

ADAPTIVE TECHNOLOGIES
Design

Databases

“In situ” personalisation

\VALUAT\O“\/

Governance and fairness issues as a loop

INCLUDING PHYSICAL DESIGN
- RELATION TO BODIES'

____ ABILITIES, MANIPULATIVE
PRACTICES — “DARK
PATTERNS" Etc.

1. BIASED DATA NOT REPRE-
SENTING SOCIETY WELL;

2. DATA THAT REPRESENTS
AN UNFAIR SOCIETY

EXTREME INDIVIDUALISATION
BRINGS NORMATIVE ISSUES:

— WHAT IF HARMFUL OR UNFAIR?
WHO DECIDES AND BY WHAT
STANDARDS?

“Towards a Socio-Legal Robotics: A Theoretical Framework on Norms and Adaptive Technologies”
Larsson, Liinason, Tanqueray, Castellano, In International Journal for Social Robotics, 2023
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Chatbot 'encouraged teen to
kill parents over screen time
limit’

2 days ago

= Q

Tom Gerken
Technology reporter

Share < Save +

Getty Images

A chatbot told a 17-year-old that murdering his
parents was a "reasonable response” to them limiting
his screen time, a lawsuit filed in a Texas court
claims.

THE CONVERSATION Sign in

De Visu/Shutterstock

Deaths linked to chatbots
show we must urgently
revisit what counts as
‘high-risk’ Al

Published: Ocltober 31, 2024 11.41am CET

» Henry Fraser, Queensiand University of Technology
X f in o ~
Last week, the tragic news broke that US teenager

Sewell Seltzer III took his own life after forming a
deep emotional attachment to an artificial
intelligence (Al) chatbot on the Character. Al

AA

Che New Hork Eimes

THE SHIFT

Can A.I. Be Blamed

for a Teen’s Suicide?

@ nytimes.com
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ARTIFICIAL INTELLIGENCE

We need to prepare for ‘addictive
intelligence’

The allure of Al companionsis hard loresist. Here's how
innovation in regulation can help protect people.

By Robert Mahari & Pat Pataranutaporn
August 5,2024

AT PATARANUTAFORN ROEBERT MAHARI

Al concerns overemphasize harms arising from
subversion rather than seduction. Worries about Al
ollen imagine doomsday scenarios where systems
escape human control or even understanding. Short of
those nightmares, there are nearer-term harms we
should take scriously: that Al could jcopardize public
discourse through misinformation; cement biases in

loan decisions, judging or hiring: or disrupt creative

Menu +

ARTIFICIAL INTELLIGENCE / TECH / SPEECH

Character.Al sued again over
‘harmful’ messages sent to teens / A
second suit accuses bots of
encouraging underage users to hurt
themselves by discussing topics like
self-harm.

By Adi Robertson, a senior tech and policy editor focused on VR,
online platforms, and free expression. Adi has covered video games,
biohacking, and more for The Verge since 2011.

Dec 10, 2024 st 5:28 PM GMT+1

& ; @ 6 Comments (6 New)

1 I\

character.ai

1 o N

Image:. Calh Virginia / The Verys




Asks questions of governance, ethics and societal
implications

* Accountability: \Who should be accountable for what and when”? —
sclentists, producers, deployers, end-users, or auditors?



Other newish concerns



Who should have the rights to
decide over training data”
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ARTIFICIAL INTELLIGENCE / TECH / REGULATION

George R.R. Martin and Other authors World UK Climate crisis Ukraine Environment Science Gl¢
sue OpenAl for copyright infringement

/ Westeros won’t bend the knee.

Artificial intelligence (AlI)

By Emilia David, a reporter who covers Al. Prior to joining The Verge, she covered I(Elte Bl.lSl] alld DaInOn Albarll
the intersection between technology, finance, and the economy. ® ®
Seo 20, 2023, 503 PM GIT2 | {110 Gomments / 10 Nevw among 1,000 artists on silent Al
v § o protest album
Illustration by Alex Castro / The Varge Recordings of empty studios represent impact on
musicians of UK's plans to let Al train on their work
without permission

Dan Milmeo Global technology editor
Tue 25 Feb 2025 01.01 CET



INndividual control?



ARTIFICIAL INTELLIGENCE S TECH / APPS

Scarlett Johansson hits Al app with legal
action for cloning her voice in an ad

/ An Al-generated version of
Scarlett Johansson’s voice
appeared in an online ad without
her consent.

By Emma Roth, a news writer who covers the strecaming wars, consumer tech,
crypto, sccizl media, and much more. Freviously. she vias a writer anc edito’ at
MUO.

Nov 1, 2022, 11:02 PN GMT+1 | [ 11 Comments / 11 New

OVE. S
VER

If you buy somzthing from a Verge lirk, Yox Mzdia may earn
a commissich See our ethies statemeont.
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ChatGPT suspends Scarlett Johansson-
like voice as actor speaks out against
OpenAl

OpenAl says ‘Sky” is not an imitation of actor’s voice afterusers
compare it to AI companion character in film Her

@ OpenAl's CEO, Sam Altman, seemed to suggest that the vocal design was intentionally
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Papua New Guinea
landslide death toll exca
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Championship playoff fif
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- turbulence on flight frox
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The moment I knew: shd
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Disinformation



SCI-TECH | News

Half of Canadians say
they can't tell the
difference between real
and Al-generated
content: survey

(cottonbro studio / pexels.com)

. Alexandra Mae Jones
CTVNews.ca writer
| XFollow 7| Contact

Published Oct. 24, 2023 2:50 p.m. CEST




A formative period

OECD, risker: desinformation, reproduktion av bias,
upphovsrattsfragor, etc (Sep -23).

ACM Technology Policy Council: Needs for safeguards,
human-in-the-loop, IP-rights, data protection,
‘correctability” (June, -23).

Biden’s Presidentorder (31 Okt, 2023). Revoked by Trump
2025.

G7: 1) guidelines tor “Hiroshima process” for advanced Al
system and 2) a code of conduct tor developing
organisations (30 Okt, 2023).

The Al Act (augusti 2024) “promote innovation AND
safeguard fundamental rights”

Int. Al Safety Report (jan -25) focus: GPAI risks

OECDpublishing

INITIAL POLICY
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ARTIFICIAL
INTELLIGENCE

OECD ARTIFICIAL

INTELLIGE ol T

S Policy Council

PRINCIPLES FOR THE
DEVELOPMENT, DEPLOYMENT, AND USE OF
GENERATIVE Al TECHNOLOGIES®

Aumarhirabus  Priw

FACT SHEE'T: President Biden Issues
Executive Order on Safe, Secure, and
Trustworthy Artificial Intelligence
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seltor.

T Reverd  Bebeil oz Fours
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Hirashima Process Intemational Guiding Principles
for Drgariztions Developing Advwanced Al system

A\ Al ACTION
J+' sumMMmIT

International

Al Safety Report

The International Scientific Report
on the Safety of Advanced Al

Janueary 2025




A sensitive case to address
normative nuances:
‘necroropotics’



DE GRUYTER
Stefan Larsson

Chapter 8
Necrorobotics. The Ethics of Resurrecting

THE DE GRUYTER the Dead
HANDBOOK

OF AUTOMATED
FUTURES

IMAGINARIES, INTERACTIONS AND IMPACT
Edited by Vaike Fors, Martin Berg and Meike Brodersen

:4'

Figure 8.1: Batt+E promgt “Dead person brought dack te life in tha shape of 2 humanoaic rokat, to
com fort her Grieving mathe ™,

e

Abstract: By drawing [rom recent progress in Al, this chapler scrutinises implications
of a specific imaginary of automated futures: the possible resurrection of the dead.
Necroraborics is proposed as a flald of eritical studias on the use of data and design
hased on une speciic dead individual in order o ‘resurrect that individugl That is, o
V| mimic ar create same level of rohotic agancy for tha saka of mourning, remambrance,
DE GRUYTER HANDBOOKS OF i or handling ol loss, The technological advencemenlts ol relevance are here relerred (o
. - as reswrrection technologies  that is, methods for the training of Al models based on
DIGITAL TRANSFORMATION dara fram a specific individual, such as imagery, taxt and voice—here addressed for
the analysis nf conmacted arhical and normative questions.
By drawing rom lhevrelical discourses on morluary cullures, post-mortem condi-
tons in digital imes as well as robotic uncanniness. this chapter uses three reported

A
he\

& Open Access, € 2029 e autons], padlishec by De Gruyter. [[ I EIemem] This wor 5 licersed under the Treatie
Cnmmans Artriboatian Sen Coenmereial KaRerivatives 40 1eceerccinnal Hiesnse
Fapsetdol.org 01205 3FE I N0 92256008

Larsson (2024): “Necrorobotics — The Ethics of Resurrecting the Dead”



Alexa will soon be able to read
stories as your dead grandma

Brian Heater @bheate 14 PM GMT+2 » June 22, 2022 L Comment




Patent and generative Al

LN

 Patent for chatbot based on an
iNndividual

- Generative Al-development

* GPT-3/-4/ChatGPT etc

e DAL

DIffus

=2/3; Midjourney; Stable

lon etc

e VALLE etc

i United States Patent
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.
Receive Request Associated with Specific f 302
Person

 J

5 304
Access Social Data for Specific Person

v

)‘ 306
Create Personality Index Using Social Data

L J

)‘ 308
Train Chat Bot Using Personality Index

“The present disclosure provides systems and
methods of creating a conversational chat bot of
a specific person...”

“...the specific person may correspond to a
past or present entity (or a version thereof),
such as a friend, a relative, an acquaintance...”

“Social data may be stored by, and/or collected
from, various sources...”

“...1t may refer to 1images, image data, voice
data, emails, text messages, dialogue data/
commands, social media posts, written letters,
user profile information, behavioral data,
transactional data, geolocation data, and other
forms of data about a specific person.”



Cases

* |n 2016, chat bot developer

—ugenia Kuyda released a chatbot

based on her deceased friend,

Roman Mazurenko.

* The “DadBot”, James Vlahos (2019)

e 2020: Canadian man used a
chatbot service powered by G

PT-3

to create a replica of his deceased

girlfriend.

e |[n 2020, a South Korean mother
met her deceased 7-yo in VR,
produced by a Seoul-based studio.

AMAZON, GOOGILE,
APPLE AND THE
RACE FOR VOICE-
CONTROLLED Al

TALK TO ME

JAMES VLAHOS

Roman
I'm OK. A little down.

Roman

| hope you aren't doing anything
Interesting without me?




Deepbrain Al offers “re;memory”™: “more than just a place for
remembrance”; “directly interact with lost ones”




Institutions”
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Al of dead Arizonaroad rage victim Advertisement
addresses killer in court

Clip of Chris Pelkey, whodied in 2021, says: ‘I believe in
forgiveness’ after his sister fed an Al model videos of him

125

m«( Al version of dead Arizona road rage victim addresses killer in court -
video

Chris Pelkey was killed in a road rage shooting in Chandler, Arizona, in
2021.

Three and a halfyearc latar Pallrewy annesarad in an Arizana eanirt tn



Old norms, new practices”

 Both new — in terms of Al/robotic capabilities BEING

e ...and old — in terms of mortuary cultures of WITH
‘being with the dead” (Ruin, 2019). T H E

e (Grief, remembrance: The dead have some D EA D
type agency in most cultures

BURIAL, ANCESTRAL POLITICS,
AND THE ROOTS OF RISTORICAL CONSCIOUSNESS

* Can change over time, culture, society (cf. HANS RUIN
O'Neill, 1999)




Which norms should be considered?

1. Require robustness: “Infrastructural

Stefan Larsson

responsibilities”™? Chapter

Necrorobotics. The Ethics of Resurrecting
the Dead

2. Who ought to decide over “resurrection”?

a) Patented rights”

b) Possession” Those that have your data

Figure 8.1: BatE promg = “Dead person brought dack te life in tha shape of a humanaic rokot, tc
com fort her greving mathe ™,

Abstract: By drawing [rom recent progress in Al, this chapler scrutinises implications
of a specific imaginary of automated futures: the possible resurrection of the dead.

] | |} ]
f? ,? Necrorahorics is proposed as a flald of critical studies on the use of data and design
C e r | a g e . al I I I y W O y S p e C | | C a y . based on une speciic dead individual in order Lo ‘resurrect that individuel That is, to
mimie ar create same level of rohotic agancy for tha saka of mouming, remembrance,
or handling ol loss, The (echnological advencemenls ol relevance are here relerred (o
as reswrrection technologies  that is, methods for the training of Al models based on
dara fram a specific individual, such as imagery, taxt and voice—here addressed for

the analysis nf conmacted athical and normative questions.
By drawing {rom lhevrelical discourses on morluary cullures, post-mortem condi-

3. Analogy — respect and dignity: "Burial peace’
(3eneva convention etc.)?

Cammans Artribatian. SenCommiereial Kalerivatives 40 1rceerccinnal Hiesnee
Fapset/dol.ora 0.1 215 3FE I N0792256-008




Today: Key topics

1. Transparency is multifaceted: but include literacies/
audiences, and that mediation guides/structures/manipulates.

2. Formative period for law: flexible, somewhat unpredictable
law-making

3. Adaptive tech and norms: reproducing social structures is
not neutral

4. Context/ case reveals: Sensitive cases need nuanced
scrutiny
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Thank you!

Stefan Larsson

Associate Professor in Technology and

Social Change,

Lawyer (LLM)
PhD in Sociology of Law
PhD in Spatial Planning Xy
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