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Projections

color map values of 
a selected column

Table 2D projection

a table row gets
mapped to a point

2D point distance reflects
nD row distance

Why is this useful?
• no matter how large n is, we obtain a 2D scatterplot-like image (so it’s visually scalable)
• point-to-point distance (in 2D) shows similarity of observations (in nD)
• coloring points by one attribute can show additional information on the observations
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Which projection technique is the “best”?

PCA: Poor
separation...

Isomap: Bit better
separation...

t-SNE: Strong
separation

UMAP: Extreme
separation

Projections are clearly useful tools for ML engineering
But which projection is the best ?



Which projection technique is the “best”?

We can rephrase this question as:
Which projection is correct?



Which projection technique is the “best”?

Which projection is correct?

An absolute judgement of correctness may 
not be possible (or even desirable)



Which projection technique is the “best”?

Rephrase: Which projection is more faithful to the data?

Enter Projection Quality Metrics (PQMs)!



Projection Quality Metrics

Functions ℳ(𝑿, 𝒀, 𝐶) taking a dataset 𝑿, its projection 𝒀, and possibly class info C
• Are pairwise distances distorted in 𝒀? → Stress
• Are pairwise distances in 𝒀 correlated to those in 𝑿? → Shepard goodness
• Are neighborhoods in 𝒀 different than those in 𝑿? → Trustworthiness/Continuity
• …

Dozens such metrics exist!



Which projections are faithful to data?

techniques

surveys

Big and unclear ‘choice space’

• 50+ techniques
• 12 main surveys
• mainly theoretical discussion
• many parameters
• very limited practical comparison

Practitioner questions

• which projection is best for my
context (requirements, data, …)?

• how to set its parameters?
• how to measure its quality?



Let’s measure projection quality metrics big-scale!

M. Espadoto et al (2019) Towards a Quantitative Survey of Dimension Reduction Techniques (IEEE TVCG) 

19 datasets

45 techniques

6 metrics

parameter 
analysis

insights



Insights (1)
How good are projections, for which data?

for each projection Pi
for each dataset Dj

compute optimal quality µij (param. grid search)

How easy is to get optimal quality?

for each projection Pi
compute variance of params pi yielding optimal
quality over all datasets Dj

What we see

• no projection best for all dataset types
• some are quite poor in general (N-MDS, GDA)
• dataset type strongly influences quality

(imdb: hard; orl: easy)
• hard to tune parameters to get optimal

quality (large variance of pi)



Insights (2)
How good are parameter-preset projections?

for each projection Pi
pi

pre = param values yielding most times optimal
quality over all datasets Dj

for each projection Pi
for each dataset Dj

compute quality µij using pi
pre

What we see

• very similar image to earlier one (optimal
techniques stay good when using presets)

• again, quality strongly depends on dataset type
• t-SNE, UMAP, IDMAP, PBC score best on

average



Insights (3): Which projections perform similarly?

‘Projection of projections’ map

• one point = one technique
• 5 attributes (trustworthiness, continuity, norm. stress, neighborhood hit, Shepard goodness; 

averaged over all tested datasets)
• we see a clear quality trend
• helps choosing projections that behave similarly to a user-chosen one



Benchmark

https://mespadoto.github.io/proj-quant-eval

All open source

• projection implementations
• datasets
• metric engines
• visualization engines
• optimization engines
• test harness
• all Python code

Please share, use, and extend!



Let’s recap our results

Low PQM values consistently mean 
bad projections. 
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Let’s recap our results

Low PQM values consistently mean
bad projections.

Does the converse also hold?

High PQMs ⇒
?

good projections?

We’ll show it does not!
So PQMs are not enough to 

characterize a projection 



Fooling Projection Quality Metrics

A crazy experiment follows…



ℳ

𝑿

𝒀

Fooling Projection Quality Metrics

We have:
- dataset X
- projection Y
- a metric ℳ having high values

⇒𝓜 is not sufficient to identify a “good” projection

We want:
- a new projection 𝒀!of the same X
- with the same high values for ℳ
- poor data pattern preservation

classical
P

fooler
P

ℳ𝒀′



Fooling Algorithm

We start with
• some dataset X
• its projection Y
• a computed quality metric µ



Fooling Algorithm

Train a network 𝒬" to 
mimic the metric µ

We’ll need that in the 
next step



Fooling Algorithm

Train another network Pf to mimic Y
while maximizing µ for 10 epochs

Then, train Pf to only maximize µ (given by 𝒬")
This allows Pf to mess up the projection



Fooling Algorithm

Create our fooled
projection Pf (X)



• 6 datasets (FashionMNIST, MNIST, HAR, Reuters, Spambase, USPS)
• 4 projection methods (t-SNE, UMAP, MDS, Isomap)
• 4 target metrics (+ all together)
• 4 parameter settings for each metric
• 17 metrics computed for each output

Testing our Fooling



Results

Reference
projection

(HAR, t-SNE)

Fooling
Trustworthiness

Fooling
Jaccard

Fooling
Continuity

Fooling
Neighborhood 

Hit

We lose some quality but we get 
completely meaningless projections!



Messing it up even further (in a subtle way)

Reference
projection

(HAR, t-SNE)

Fooling
Continuity

One will say: Sure, the quality of the right image is high 
but I am not fooled by that. It looks too unnatural!



Messing it up even further (in a subtle way)

Reference
projection

(HAR, t-SNE)

Fooling
Continuity

Use postprocessing
to create  

natural-looking
patterns in the fooling 



More results

Reference Fooled
(raw)

Fooled
(3 postprocessing variants)

Reference Fooled
(raw)

Fooled
(3 postprocessing variants)



Learning to fool a metric messes up other metrics too!

Reference Fooled (raw) Fooled (3 postprocessing variants)

Check it up yourself: https://amreis.github.io/fool-proj-metrics/



How well can we fool all metrics?

Plotted values: Distributions of ℳ(𝒀′) - ℳ(𝒀)
Red: metric we aim to fool fooling increases

quality
fooling decreases

quality



How does fooling a metric affect other metrics?

Blue cells: Metrics that can be fooled ‘together’
(train to fool one metric fools also the others)

⇒ uncorrelated metrics are most interesting to study



Which metrics to use?

Cluster all 17 metrics on correlation
⇒ correlated metrics get in same cluster

Pick one metric in each cluster (plus the unclustered ones)



The Main Takeaway

HAR (t-SNE projection)
Our adversarial result

T: 0.99   C: 0.99   NH: 0.94 Jac: 0.37 T: 0.98   C: 0.97   NH: 0.87 Jac: 0.13

Our fooled projection

Quality metrics are 
necessary but not
sufficient indicators
of projection quality



Thanks go to my team

webspace.science.uu.nl/~telea001 a.c.telea@uu.nl vig.science.uu.nl


